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Motivation

Nonrigid body motion can be 
well approximated as simple 
linear translations

Propose a novel navigation 
strategy based on the so-called 
“Butterfly” navigators, 
modifications of the spin-warp 
sequence

With a 32-channel abdominal 
coil, sufficient number of  motion 
measurements found to 
approximate possible linear 
motion paths for every image 
voxel

Applied to free-breathing 
abdominal patient studies and 
reduction in artifacts was observed



Butterfly Navigator Sequence

• (a) 2D Butterfly Trajectory

• (b) Pulse sequence timing diagram for an 

example 3D Butterfly trajectory

• (c) Phase/slice encoding effect on motion 

measurement 
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FIG. 1. Butterfly navigator sequence. a: Two-dimensional Butterfly trajectory — original trajectory (left) and proposed trajectory (right).
b: Pulse sequence timing diagram for an example three-dimensional Butterfly trajectory. c: Phase/slice-encoding effect on the motion mea-
surement — sequential phase/slice-encode ordering (left), zigzag phase/slice-encode ordering (right), and resulting motion measurements
dx for a motionless scan (middle). In (a), the phase-encode ordering is numbered on the left. For the modified Butterfly trajectory, this is just
an example of a possible ordering. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

three-dimensional scans are ordered in a way that the dis-
tance traveled in k-space between each phase/slice encode
is minimized. Then, the differences in gradient waveforms
from TR to TR are minimized to reduce the change in
eddy current and gradient hysteresis effects. This allows
for better motion estimation when comparing two subse-
quent navigators. For simplicity, we used a zigzag ordering
of the phase/slice encodes and noticed a reduction factor of
∼2 in motion measurement fluctuations (Fig. 1c). As long as
the distance between each encode is small, a more sophis-
ticated phase/slice encode ordering can be implemented.
Interestingly, the observed eddy currents are not due to
the Butterfly navigators. When using fast radiofrequency-
spoiled gradient-echo sequences, we noticed that eddy
currents from overlapping rewinders and crushers at the
end of each TR affect the slab selection for the next TR.
This effect is small and is not observed in the imaging. How-
ever, it does create phase variations that result in motion
estimate fluctuations on the order of ± 0.05 mm.

Motion Extraction from Navigator Data

Our assumption is that each coil element has very localized
sensitivity. In this case, the motion observed for each coil

image is approximated as a linear translation — a linear-
phase shift in the frequency domain,

sn[l] = s0[l]ei2πk[l]·d[n]. [1]

The navigator data are the first L samples of each read-
out, where index l ∈ [0 . . . L] enumerates the samples
and corresponds to the time of acquisition (within a TR).
Index n, on the other hand, corresponds to the TR num-
ber. For nth navigator signal sn[l], linear translation d[n] =
(dx [n], dy [n], dz[n]) is modeled as a linear-phase modula-
tion applied to the reference navigator signal, s0[l]. Three-
element vector k = (kx , ky , kz) represents the k-space
location. Signals s0[l] and sn[l] both correspond to k-space
location k[l]. For generality, x, y , and z, respectively, rep-
resent the readout, phase-encode, and slice-encode axes.
In Eq. 1, motion is assumed to only occur between each
data acquisition. This is a reasonable model given a short
readout.

When estimating d[n], care must be taken to ensure
robustness against signal fluctuations. The modification to
the Butterfly acquisition reduces some of the systematic
errors. Precautions must also be taken during postprocess-
ing. These errors are unavoidable; for example, motion



Nonrigid Motion 
Correction 
Overview

• (a) Correction scheme using data from an M-channel 

coil array

• (b) Linear translational motion correction suing motion 

measurement d1[n]

• (c) Localized gradient entropy calculation to determine 

which correction yielded the best result for a particular 

location
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when a second set of weights are used. These weights
emphasize the less-corrupted data points with more motion
information in the phase:

w2[l] = |k[l]|. [8]

Both w1[l] and w2[l] are incorporated into a two-stage
weighted Gauss–Newton algorithm to quickly solve for the
motion estimate.

Motion Correction

After data acquisition and motion extraction from M chan-
nels, we have M motion estimates: d1[n], d2[n], . . . , dM [n].
These measurements provide a good search space in find-
ing the motion at each spatial position in the image for
each TR. As a simplification, we approximate nonrigid
motion as local linear translations rather than rotation,
contraction/expansion, and other complicated transforma-
tions. Using this model, it is noted that particular image
locations can be focused with a given motion path. There-
fore, we apply linear-phase correction to all the acquired
k-space data with each of the M motion measurements.
After transforming to image space, we use a motion-artifact
metric to determine locally which measurement yielded
the best linear correction (Fig. 2a).

Reduced Computation with an Optional Coil Compression

To reduce computation, it is possible to perform coil com-
pression before the linear-phase correction. Coil compres-
sion algorithms combine data from multiple channels into
fewer so-called “virtual coils.” Coil compression is allowed
as long as multichannel data from the same phase/slice
encode acquired at the same time are combined; they
exhibit the same motion. A suitable algorithm is the soft-
ware coil compression by Huang et al. (40). In this work,
we use an improved algorithm by Zhang et al. (41). The
compression is achieved by linearly combining the data
from the different coils. Therefore, applying the compres-
sion weights followed by the linear motion correction of
each virtual coil is equivalent to applying the compression
weights after the linear motion correction of each original
coil.

Rather than performing M 2 corrections (M motion paths
on k-space data from M coils), the computation is reduced
to MMv corrections (M motion paths on Mv virtual coil
data). By compressing data from 32 coils to six virtual coils,
the computation is effectively reduced by a factor of ∼5.
Note that coil compression is not performed on the naviga-
tor data to maintain the localization from the physical coils.

Linear Correction

After coil compression, the Mv virtual coils are corrected
by linear translations based on each of the original M
motion measurements. Linear translations are fast to cor-
rect because they manifest in k-space data as linear phase.
For the nth acquisition, the k-space data are corrected using
the measured motion, d[n] = (dx [n], dy [n], dz[n]), with the
following equation.

s′
n[l] = sn[l]e− i2π(kx [l]dx [n]+ky [n]dy [n]+kz [n]dz [n])

|l ∈ readout portion of the TR [9]

FIG. 2. Nonrigid motion correction overview. a: Correction scheme
using data from an M-channel coil array. b: Linear translational
motion correction using motion measurement d1[n]. c: Localized
gradient entropy calculation (Eq. 12). [Color figure can be viewed
in the online issue, which is available at wileyonlinelibrary.com.]

The original nth acquired k-space readout line is repre-
sented by sn[l]. This line represents data acquired with
a frequency encoding of kx [l], a phase encoding of ky [n],
and a slice encoding of kz[n]. Motion is assumed to only



Comparison of different window 
widths bc for the localized 
gradient entropy calculations

• When bc=2cm, arteries appear 

sharper; however, ghosting artifact 

from fat wall is introduced. Also, noise 

amplification can be noticed outside 

the body. 

• With bc=14cm, arteries blur and a faint 

ghosting artifact appears above the 

liver 

• bc=10cm is used for correction
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FIG. 3. Comparison of different window
widths bc for the localized gradient entropy
calculations. The window widths bc = 2,
4, and 6 cm are shown for scale. When
bc = 2 cm, the arteries appear sharper;
however, the ghosting artifact from the fat
wall is introduced. Additionally, noise ampli-
fication can be noticed outside the body.
With bc = 14 cm, the arteries blur and a faint
ghosting artifact appears above the liver;
this region cannot be successfully approx-
imated as linear translations. For a nice
balance, bc = 10 cm is used for our cor-
rections. This corresponds to a full width at
half maximum of 5 cm. [Color figure can be
viewed in the online issue, which is available
at wileyonlinelibrary.com.]

occur between each TR, but Eq. 9 can be easily extended to
support motion during data acquisition.

The formulation in Eq. 9 is applied to each of the Mv
virtual coils using motion measurement d1[n]. Afterward,
an inverse Fourier transform is applied to the modified k-
space data. The resulting images are combined using any
preferred coil-combination algorithms. Sum-of-squares is
used here for simplicity. A block diagram summarizing
this step is shown in Fig. 2b. This linear correction step
is performed for each of the M motion estimates.

Localized Motion Metric

After correcting for different motion measurements, we
must determine which correction yielded the best result for
a particular location. For an objective evaluation, a local-
ized motion-artifact metric is used. McGee et al. reviewed
24 different metrics and recommended the use of gradient
entropy as a good metric for motion artifacts (where “gra-
dient” refers to image intensity gradient, represented as ∇,
rather than the MR imaging gradients) (28). This criterion
is minimized when “the image consists of uniform bright-
ness separated by sharp edges,” which they found to be a
good model for normal MR scans. They globally applied
this gradient entropy metric H .

H = −
∑

ijk

pijk log2[pijk] [10a]

pijk = hijk∑
ijk hijk

[10b]

hijk =
√

|∇i Iijk|2 + |∇j Iijk|2 + |∇kIijk|2 [10c]

The complex pixel value of image I at index (i, j, k) is
denoted as Iijk. To make the criterion independent of the
scan orientation, total absolute gradient is computed. The
value of ∇i Iijk, ∇j Iijk, and ∇kIijk can be approximated as
one-dimensional differences: Ii+1,jk − Iijk, Ii,j+1,k − Iijk, and
Iij,k+1 − Iijk, respectively.

We modified the gradient entropy metric to be a localized
metric by calculating Eq. 10 for a selected area around the
pixel of interest.

Hijk = −
b∑

uvw

puvw log2[puvw ] [11a]

b = (b i , b j , b k) = summation window width [11b]

For convenience, the three-dimensional summation opera-
tor

∑i+b i/2
u=i−b i/2

∑j+b j/2
v=j−b j/2

∑k+b k/2
w=k−b k/2 is represented as

∑b
uvw .

Equation 11 can be re-written in terms of h of Eq. 10c as

Hijk = log2

[ b∑

uvw

huvw

]

−
( b∑

uvw

huvw

)−1 b∑

uvw

huvw log2[huvw ].

[12]

This formulation separates the summation operator to
allow for a faster implementation. Performing the sum-
mation operator in Eq. 12 is equivalent to filtering with
a moving-average filter. To make the entropy measure more
localized to the center of the window, we use a low-pass
Hanning filter. We implement a three-dimensional separa-
ble Hanning window with a main-lobe width of b. A block
diagram of the local gradient entropy calculation is shown
in Fig. 2c.

The value of window-width b influences the resulting
correction. Fine motion details are captured by smaller
values of b. However, b must be sufficiently large to cap-
ture anatomical structure; otherwise, motion artifacts are
mistakenly amplified. An isotropic window width is used.

b c = δi b i = δj b j = δkb k [13]

Variables δi , δj , and δk represent the image-pixel resolu-
tion. Figure 3 shows the result of applying different filtering
widths b c to an example case. In all cases, the result is an
improvement over the original uncorrected image. For a
favorable balance between correction and amplification of
artifacts, b c = 10 cm is used. This corresponds to a full
width at half maximum of 5 cm.

With an appropriate motion metric, we can use autofo-
cusing to locally determine which motion measurement
yielded the best result for a select region.

mijk = arg min
m

Hijk[m] [14a]

Ĩijk = I ′
ijk[mijk] [14b]



Phantom Study 
Results

• (a) Motionless scan

• (b) Rigid body translation validated the 

accuracy of the measurements and 

correction. 
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Table 2
Scan Parameter Summary

Phantom study Study 1 Study 2

TE/TR 3.5 ms/7.3 ms 2.1 ms/5.5 ms 1.7 ms/4.8 ms
Resolution 0.88 × 0.88 × 1.0 mm3 0.94 × 0.94 × 3.0 mm3 0.94 × 1.2 × 3.0 mm3

Field of View 28.0 × 22.4 × 18.0 cm3 30.0 × 24.0 × 15.6 cm3 30.0 × 24.0 × 16.2 cm3

Flip angle 15◦ 15◦ 15◦

Bandwidth 62.5 kHz 62.5 kHz 62.5 kHz
Navigator per TR 0.24 ms 0.14 ms 0.11 ms
Resp gated k-space 0% 10% 5%
Coil One-channel head 32-channel ped torso 32-channel ped torso

The motion estimate number is m. The image corrected
using motion measurement dm[n] is denoted by I ′[m]. The
gradient entropy at pixel (i, j, k ) for image I ′[m] is repre-
sented as Hijk [m]. Image Ĩ is the final corrected image. In Eq.
14a, for every voxel in the image, we chose which motion
correction (out of the M possible ones) best minimizes the
metric. In Eq. 14b, we chose the voxel value corresponding
to that correction as the solution.

Experiment

To test the algorithm, studies were performed on a General
Electric MR750 3 T scanner (Waukesha, WI). A number of
phantom studies were conducted to validate the motion
measurements from the Butterfly navigator acquisition
using a single-channel quadrature head coil. The stability
of the motion measurement was analyzed on a motionless
phantom. The accuracy of the measurement was analyzed
on a moving phantom. A simple linear translation correc-
tion was performed to test the quality of the observation.
For this case, the scan table was programmed to move peri-
odically in the superior/inferior direction to induce simple
rigid motion.

Abdominal studies were conducted using a custom high-
density phase-array coil constructed at our institution in
collaboration with GE Healthcare — a 32-channel pedi-
atric torso receiver coil (42). When scanning the pediatric
patients, a portion of the central k -space data was respi-
ratory triggered and gated. This strategy provided accurate
data to estimate a reference navigator for motion extraction
and to calibrate weights for coil compression. Remaining
data were acquired during free breathing. For all experi-
ments, the scan was performed in the coronal orientation
using a three-dimensional spoiled gradient-recalled echo
acquisition sequence. Specific scan parameters used for
each study are summarized in Table 2. The reconstruction
was performed on a Linux system with an Intel Core i7-
950 3.07 GHz Quad-Core processor, 24 GB of RAM, and a
NVIDIA GeForce GTX 470 graphics card. The algorithm
was implemented using a combination of Matlab (Math-
Works, Natick, MA) and C++/CUDA (NVIDIA, Santa Clara,
CA).

RESULTS

The Butterfly motion measurement procedure was first
validated on a rigid phantom to determine our confi-
dence in the measurements for patient scans. The stabil-
ity of the measurements was verified using a motionless
phantom (Fig. 4a). Submillimeter fluctuations and drift

were observed in the motion path plot. The amplitude
of these effects was extremely small, much smaller than
conventional scan resolution. The quality of the measure-
ments was verified using a phantom with translational
rigid motion (Fig. 4b). With a simple linear correction,
the motion artifacts were significantly reduced. Because
of gradient nonlinearity and possibly off-resonance effects,

FIG. 4. Phantom study results. a: Motionless scan verified the stabil-
ity of the motion measurements. b: Rigid body translation validated
the accuracy of the measurements and correction. For both (a) and
(b), dx = superior/inferior motion, dy = right/left motion, and dz =
anterior/posterior motion. In (a), a drift of < 0.25 mm was observed for
a span of 170 s; this is negligible compared with actual motion and
could be corrected by polynomial fitting. In (b), the motion was accu-
rately measured as shown in the plot. This measurement successfully
corrected for significant motion. Some residual ghosting artifacts
remained due to gradient nonlinearity. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.com.]



Study 1 Motion 
Measurements

• (a) Translation maps in sagittal and 
coronal slices accurately depicting 
respiratory motion

• (b) Motion measurements acquired 
from each coil

• (c) Histogram plot of number of 
pixels that was focused by each 
motion path; number of pixels 
gives an idea of the scan volume 
that was focused on by each 
measurement 
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FIG. 5. Study 1 motion measure-
ments. a: Resulting translation
maps displayed in the sagittal
(at −77.6 mm from isocenter) and
coronal (at 5.8 mm from isocen-
ter) slices at select time points
accurately depicting the respira-
tory motion. b: Motion measure-
ments acquired, where each color
is a motion estimate from a differ-
ent coil. c: Histogram plot of num-
ber of pixels that was focused
by each motion path — the num-
ber of pixels gives an idea of the
scan volume that was focused
by each measurement. In (c),
the motion measurement num-
ber corresponds to the coil that
observed that motion. Measure-
ment number 0 corresponds to
the case of no motion. (a) and (b)
accurately depict the respiratory
motion. Stationary regions in the
lower torso were recognized by
the algorithm. As expected, each
coil observed a different degree of
movement.

some residual artifacts remained. Regardless, image quality
was significantly improved and the accuracy of the motion
measurement procedure was verified.

A free-breathing three-dimensional abdominal study was
analyzed, and the results are shown in Fig. 5. The struc-
ture of the estimated paths agreed with what was expected:
motion was dominated by periodic respiratory motion and
a portion of the path was motionless from respiratory gat-
ing. Because the center of k-space was gated and relatively
motion free, a majority of the motion artifacts were from
corrupted data corresponding to higher spatial frequen-
cies. This resulted in image blurring as seen in the original
three-dimensional volume (Fig. 6).

Derived translation maps in the sagittal and coronal ori-
entation are shown in Fig. 5a for select time points. These
maps agreed with normal respiratory motion. Bulk motion
was noticed going from the inferior to superior direc-
tion during inspiration. There was a period of little to no
motion, followed by bulk motion from the superior to infe-
rior direction during expiration. Additionally, negligible
motion was observed in the lower pelvis area where the
patient was relatively motionless. In regions of low signal-
to-noise ratio and regions with little structure, a small
degree of motion was mistakenly predicted by the algo-
rithm. Fortunately, these areas were usually areas of little
diagnostic value. As we will discuss later, these problems
can be mitigated and potentially avoided.

After performing the correction scheme on this first
study, noticeable improvements were observed. In Fig. 6,

we recovered some of the resolution that was lost from
motion corruption. An increase in sharpness and structure
was observed along the tissue planes and blood vessels.
Some residual artifacts remained (slice 16). The uncor-
rected artifacts may be because our motion measurements
were unable to capture the exact motion path at these
locations. Expanding the motion measurements to a larger
search space should improve the correction quality.

A second study on a smaller subject was performed,
and the final results are shown in Fig. 7. Less motion was
observed overall compared with the first study. However,
improvement in image quality was still observed. Ghost-
ing artifacts were reduced. This ghosting artifact may have
been easily confused with arterial wall structure as seen in
the original slice 28 and 30. Additionally, better definition
of tissue planes and of a lesion was achieved.

DISCUSSION

Motion Metric

The detail and accuracy of the correction depend strongly
on how finely we can calculate the motion-artifact metric.
However, if we decrease bc to calculate the localized gradi-
ent entropy (Eq. 11) for a very small region, noise or motion
artifacts may potentially be amplified. The algorithm needs
some edge information for better performance. There are
a number of ways to ensure enough detail in the metric
without compromising effectiveness.



Study 1 Results

An abdominal study 
performed on a 6-year-old 
using a 3D spoiled 
gradient-recalled echo 
acquisition sequence. 

1st row: Slice 16, 24, 28, 32 
of original 3D volume

2nd row: Same corrected 
slices

3rd row: Derived translation 
maps in coronal plane
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FIG. 6. Study 1 results — an abdominal study performed on a 6-year-old patient using a three-dimensional spoiled gradient-recalled echo
acquisition sequence. First row: Slice 16, 24, 28, and 32 of the original uncorrected three-dimensional volume. Second row: Same slices
from the corrected volume. Third row: Derived translation maps in the coronal plane. Fourth row: Maps of the motion measurement number
used to correct each pixel. Measurement number maps demonstrate that the motion measured from one coil can extend beyond where
that coil is most sensitive. Additionally, correcting with the nearest and most sensitive coil does not always yield optimal results. Ghosting
artifacts were suppressed in slice 16. An increase in sharpness and structure can be seen in the liver vessels in slice 28. [Color figure can
be viewed in the online issue, which is available at wileyonlinelibrary.com.]

FIG. 7. Study 2 results — an abdominal study of a 2-year-old patient with a renal tumor scanned using a three-dimensional spoiled gradient-
recalled echo acuisition sequence. Top row: Slice 19, 23, 28, and 30 of the original uncorrected three-dimensional volume. Bottom row:
Same slices from the corrected volume. Ghosting artifacts in slice 19 were suppressed, and the tissue planes were sharpened. In slice 23,
a lesion became better defined after correction. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]



Study 2 Results

Abdominal study of a 2-year-
old with renal tumor scanned 
using a 3D spoiled gradient-
recalled echo acquisition 
sequence. 

• Ghosting artifacts in slice 
19 were suppressed and 
tissue planes were 
sharpened.

• In slice 23, a lesion became 
better defined after 
correction.
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FIG. 6. Study 1 results — an abdominal study performed on a 6-year-old patient using a three-dimensional spoiled gradient-recalled echo
acquisition sequence. First row: Slice 16, 24, 28, and 32 of the original uncorrected three-dimensional volume. Second row: Same slices
from the corrected volume. Third row: Derived translation maps in the coronal plane. Fourth row: Maps of the motion measurement number
used to correct each pixel. Measurement number maps demonstrate that the motion measured from one coil can extend beyond where
that coil is most sensitive. Additionally, correcting with the nearest and most sensitive coil does not always yield optimal results. Ghosting
artifacts were suppressed in slice 16. An increase in sharpness and structure can be seen in the liver vessels in slice 28. [Color figure can
be viewed in the online issue, which is available at wileyonlinelibrary.com.]

FIG. 7. Study 2 results — an abdominal study of a 2-year-old patient with a renal tumor scanned using a three-dimensional spoiled gradient-
recalled echo acuisition sequence. Top row: Slice 19, 23, 28, and 30 of the original uncorrected three-dimensional volume. Bottom row:
Same slices from the corrected volume. Ghosting artifacts in slice 19 were suppressed, and the tissue planes were sharpened. In slice 23,
a lesion became better defined after correction. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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David’s Analysis: 
Visualizing the Data
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that contain the modified linear 

Butterfly trajectory (not shown)

• Goal is to modify NAVA and see 

the resulting effect on time. 

Butterfly: A Self Navigating Cartesian Trajectory 
 

M. Lustig1, C. H. Cunningham2, E. Daniyalzade1, and J. M. Pauly1 
1Electrical Engineering, Stanford University, Stanford, CA, United States, 2Department of Medical Biophysics, University of Toronto, Toronto, Ontario, Canada 

 

Introduction: Patient motion during scanning often causes 
image artifacts. Most motion artifact reduction techniques 
require additional scan time or complexity [1].  Others are 
able only detect the motion but not estimate it [1-2].  
Inspired by the approaches of [1-3], a new self-navigating 
technique for Cartesian acquisitions is proposed. The 
method can detect and measure translational motion during the scan. The method 
has a negligible scan time-penalty, and the motion estimation and correction is fast 
and simple.   It can be used as a replacement for current product pulse sequences, 
providing  motion information and correction when needed.  
 

Theory: Image translation due to motion causes a linear phase in k-space. The 
linear phase can be estimated by repeatedly acquiring the same k-space data ñ i.e, 
navigator echoes. By applying a simple modification to the spin-warp pulse 
sequence, the pre-winders and optionally the re-winders gradient waveforms can be 
used as navigators with negligible time-penalty. The phase-encodes gradient 
waveforms are modified to retrace a diagonal radial trajectory in k-space, which is 
used for navigation, as illustrated in Fig. 1. It is important that the slice refocusing 
and prewinders not overlap. The name Butterfly comes from the shape of the 
trajectory.  A 3D variant of Butterfly is illustrated at the bottom of Fig. 1. For 3D, 
the slice encode gradient is modified as well. 
 

Methods: Positive phase-encodes measure 1D translation in the top-left diagonal 
direction, negative phase encodes measure bottom-left diagonal one. To get a full 
2D translation every TR, a centric k-space ordering is used and the motion 
measurements are interpolated (for 3D, the 4 quadrants of k-space are interleaved). 
Finally the phase of each readout is corrected.  
To test our method, we scanned a knee of a volunteer using an SPGR sequence and 
the Butterfly trajectory (2DFT, TR=30ms, ReadOut=10ms, Nav-time=0.24ms, 
Flip=45, Res=300µm, Slice=2mm, NEX=4). The experiment was performed on a 
1.5T GE Signa Excite scanner using a 3-inch surface coil attached to the knee. The 
volunteer was instructed to shake his knee during the scan. In plane motion was 
estimated and the data was corrected accordingly. The result was compared to a 
non-corrected reconstruction, and a scan without intentional motion. 
 

Results: Figure 3 illustrates the results of the experiment. The rapid motion was 
estimated with sub-pixel accuracy over a large range of shifts. The corrected image 
exhibits similar high-resolution quality as the image acquired with no motion.  
 

Discussion and Conclusions: By a simple modification free navigation 
information in Cartesian imaging is obtained every TR. This information can be 
used to correct for translation motion or as acception/rejection of data.  
References:  [1] Pipe JG Magn Reson Med. 1999 Nov;42(5):963-9 [2] Brau et. el, Magn Reson Med. 
2006 ;55(2):263-70 [3] Crowe et. al, Magn Reson Med. 2004 ;52(4):782-8. 

 Figure 2: (a) No-motion. (b) Uncorrected motion. (c) Corrected motion. (d) Motion estimate 

(a) 

(c) 

(d) 

Figure 1: Top: The 2D
Butterfly pulse sequence
diagram and trajectory.
Middle: the motion
estimation procedure.
Bottom: the 3D Butterfly
trajectory 

(b)

3D Butterfly 
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FIG. 1. Butterfly navigator sequence. a: Two-dimensional Butterfly trajectory — original trajectory (left) and proposed trajectory (right).
b: Pulse sequence timing diagram for an example three-dimensional Butterfly trajectory. c: Phase/slice-encoding effect on the motion mea-
surement — sequential phase/slice-encode ordering (left), zigzag phase/slice-encode ordering (right), and resulting motion measurements
dx for a motionless scan (middle). In (a), the phase-encode ordering is numbered on the left. For the modified Butterfly trajectory, this is just
an example of a possible ordering. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

three-dimensional scans are ordered in a way that the dis-
tance traveled in k-space between each phase/slice encode
is minimized. Then, the differences in gradient waveforms
from TR to TR are minimized to reduce the change in
eddy current and gradient hysteresis effects. This allows
for better motion estimation when comparing two subse-
quent navigators. For simplicity, we used a zigzag ordering
of the phase/slice encodes and noticed a reduction factor of
∼2 in motion measurement fluctuations (Fig. 1c). As long as
the distance between each encode is small, a more sophis-
ticated phase/slice encode ordering can be implemented.
Interestingly, the observed eddy currents are not due to
the Butterfly navigators. When using fast radiofrequency-
spoiled gradient-echo sequences, we noticed that eddy
currents from overlapping rewinders and crushers at the
end of each TR affect the slab selection for the next TR.
This effect is small and is not observed in the imaging. How-
ever, it does create phase variations that result in motion
estimate fluctuations on the order of ± 0.05 mm.

Motion Extraction from Navigator Data

Our assumption is that each coil element has very localized
sensitivity. In this case, the motion observed for each coil

image is approximated as a linear translation — a linear-
phase shift in the frequency domain,

sn[l] = s0[l]ei2πk[l]·d[n]. [1]

The navigator data are the first L samples of each read-
out, where index l ∈ [0 . . . L] enumerates the samples
and corresponds to the time of acquisition (within a TR).
Index n, on the other hand, corresponds to the TR num-
ber. For nth navigator signal sn[l], linear translation d[n] =
(dx [n], dy [n], dz[n]) is modeled as a linear-phase modula-
tion applied to the reference navigator signal, s0[l]. Three-
element vector k = (kx , ky , kz) represents the k-space
location. Signals s0[l] and sn[l] both correspond to k-space
location k[l]. For generality, x, y , and z, respectively, rep-
resent the readout, phase-encode, and slice-encode axes.
In Eq. 1, motion is assumed to only occur between each
data acquisition. This is a reasonable model given a short
readout.

When estimating d[n], care must be taken to ensure
robustness against signal fluctuations. The modification to
the Butterfly acquisition reduces some of the systematic
errors. Precautions must also be taken during postprocess-
ing. These errors are unavoidable; for example, motion



David’s Analysis: 
Question and 
Hypothesis

• nx = 192 (readout length)

• ny = 256 (number of phase-encodes)

• nz = 52 (number of slice encodes)

• nc = 32 (number of coils)

ny*nz*nc=425984, the column 
dimension of NAVA (18 x 425984)

• From this, I asked:

What is the time consequence for each coil if we reduced the 
number of k trajectories by 1/6? 1/3? 1/2?

I hypothesize that the overall time consequences will be faster 

because there is less data to process. 

Butterfly: A Self Navigating Cartesian Trajectory 
 

M. Lustig1, C. H. Cunningham2, E. Daniyalzade1, and J. M. Pauly1 
1Electrical Engineering, Stanford University, Stanford, CA, United States, 2Department of Medical Biophysics, University of Toronto, Toronto, Ontario, Canada 

 

Introduction: Patient motion during scanning often causes 
image artifacts. Most motion artifact reduction techniques 
require additional scan time or complexity [1].  Others are 
able only detect the motion but not estimate it [1-2].  
Inspired by the approaches of [1-3], a new self-navigating 
technique for Cartesian acquisitions is proposed. The 
method can detect and measure translational motion during the scan. The method 
has a negligible scan time-penalty, and the motion estimation and correction is fast 
and simple.   It can be used as a replacement for current product pulse sequences, 
providing  motion information and correction when needed.  
 

Theory: Image translation due to motion causes a linear phase in k-space. The 
linear phase can be estimated by repeatedly acquiring the same k-space data ñ i.e, 
navigator echoes. By applying a simple modification to the spin-warp pulse 
sequence, the pre-winders and optionally the re-winders gradient waveforms can be 
used as navigators with negligible time-penalty. The phase-encodes gradient 
waveforms are modified to retrace a diagonal radial trajectory in k-space, which is 
used for navigation, as illustrated in Fig. 1. It is important that the slice refocusing 
and prewinders not overlap. The name Butterfly comes from the shape of the 
trajectory.  A 3D variant of Butterfly is illustrated at the bottom of Fig. 1. For 3D, 
the slice encode gradient is modified as well. 
 

Methods: Positive phase-encodes measure 1D translation in the top-left diagonal 
direction, negative phase encodes measure bottom-left diagonal one. To get a full 
2D translation every TR, a centric k-space ordering is used and the motion 
measurements are interpolated (for 3D, the 4 quadrants of k-space are interleaved). 
Finally the phase of each readout is corrected.  
To test our method, we scanned a knee of a volunteer using an SPGR sequence and 
the Butterfly trajectory (2DFT, TR=30ms, ReadOut=10ms, Nav-time=0.24ms, 
Flip=45, Res=300µm, Slice=2mm, NEX=4). The experiment was performed on a 
1.5T GE Signa Excite scanner using a 3-inch surface coil attached to the knee. The 
volunteer was instructed to shake his knee during the scan. In plane motion was 
estimated and the data was corrected accordingly. The result was compared to a 
non-corrected reconstruction, and a scan without intentional motion. 
 

Results: Figure 3 illustrates the results of the experiment. The rapid motion was 
estimated with sub-pixel accuracy over a large range of shifts. The corrected image 
exhibits similar high-resolution quality as the image acquired with no motion.  
 

Discussion and Conclusions: By a simple modification free navigation 
information in Cartesian imaging is obtained every TR. This information can be 
used to correct for translation motion or as acception/rejection of data.  
References:  [1] Pipe JG Magn Reson Med. 1999 Nov;42(5):963-9 [2] Brau et. el, Magn Reson Med. 
2006 ;55(2):263-70 [3] Crowe et. al, Magn Reson Med. 2004 ;52(4):782-8. 

 Figure 2: (a) No-motion. (b) Uncorrected motion. (c) Corrected motion. (d) Motion estimate 

(a) 

(c) 

(d) 

Figure 1: Top: The 2D
Butterfly pulse sequence
diagram and trajectory.
Middle: the motion
estimation procedure.
Bottom: the 3D Butterfly
trajectory 

(b)

3D Butterfly 

Proc. Intl. Soc. Mag. Reson. Med. 15 (2007) 865
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David’s 
Analysis: 
Methods

Deletes 1/6 of rows for k and NAVA

Deletes 1/3 of rows for k and NAVA

Deletes 1/2 of rows for k and NAVA



David’s Analysis: Acquisition Time Consequences



David’s 
Analysis: 
Results & 
Discussion
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Original Deleted 1/6 Deleted 1/3 Deleted 1/2

David’s 
Analysis: 
Results & 
Discussion



Original Deleted 1/6 Deleted 1/3
Deleted 1/2

Slice 27, Uncorrected Corrected, Original Corrected, Deleted 1/6 Corrected, Deleted 1/3 Corrected, Deleted 1/2



Ciara’s Analysis



Linear Field Drift over time

• Field drift affects the 
acquired signal 

• Typical drift around 
0.1ppm/hour

• For the nth scan:

• For each element in the raw 
k-space data

Tal, A., & Gonen, O. (2013). 

!′# = %#!#

%# = &'()#*+,-.



Original motion estimate



Motion estimate with field 
drift 
over time

Applied weighting values 

to navigator and scan data

• Same order of magnitude 

across relative field drift 

17 orders of magnitude

V=1 V=1000

V=1e17V=1e8



Average difference in motion estimate magnitude

V x y z
1 9.9416e-17 -8.8128e-16 -1.5524e-16

1000 4.5283e-16 -1.6724e-15 -2.3828e-16

1e8 -1.3459e-15 -1.0845e-15 -2.9971e-16

1e17 -1.1362e-15 1.5156e-15 -4.3958e-16

V x y z

1 1.3366e-14 8.5005e-15 1.6051e-15

1000 1.2559e-14 1.0827e-14 1.6865e-15

1e8 1.4309e-14 1.0069e-14 1.6275e-15

1e17 1.3936e-14 1.0210e-14 1.4504e-15

Average difference in motion 
estimate



Field Drift over time

• Original modification 
weight 

• For the nth scan:

!′# = %#!#

%# = &'()*+#,-./0

%# = ()*+#,-./0

%# = &'



Average difference in motion estimate magnitude

V x y z

1 1.5517e-14 1.0599e-14 1.6411e-15

1000 1.4720e-14 9.3875e-15 1.5109e-15

!" = $%&'()"*+,-.

!" = &'()"*+,-.
V x y z

1 1.3366e-14 8.5005e-15 1.6051e-15

1000 1.2559e-14 1.0827e-14 1.6865e-15

1e8 1.4309e-14 1.0069e-14 1.6275e-15

1e17 1.3936e-14 1.0210e-14 1.4504e-15



Average difference in motion estimate magnitude

V x y z

1000 1.3269e-14 1.1723e-14 1.4825e-15

1e8 1.1569e-14 9.5154e-15 1.5577e-15

!" = $%&'"()*+,
V x y z

1 1.3366e-14 8.5005e-15 1.6051e-15

1000 1.2559e-14 1.0827e-14 1.6865e-15

1e8 1.4309e-14 1.0069e-14 1.6275e-15

1e17 1.3936e-14 1.0210e-14 1.4504e-15

!" = -.



Summary Linear Field Drift

• Algorithm robust to linear field drift across acquisitions

• Algorithm robust to drift over time

• Differences in navigator data between acquisitions can account for uniform field 
inhomogenities

• Would likely be robust to field inhomogeneities caused by e.g. metallic objects
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Modified 
Trajectory

• 3D trajectory along each gradient axis

• Traversed to minimize distance in k 

space

• Benefits

• Robust to system errors e.g. timing 

delays

• Reduce motion estimate complexity

• Flexible phase / slice order

Nonrigid Motion Correction Using Autofocusing 1787

FIG. 1. Butterfly navigator sequence. a: Two-dimensional Butterfly trajectory — original trajectory (left) and proposed trajectory (right).
b: Pulse sequence timing diagram for an example three-dimensional Butterfly trajectory. c: Phase/slice-encoding effect on the motion mea-
surement — sequential phase/slice-encode ordering (left), zigzag phase/slice-encode ordering (right), and resulting motion measurements
dx for a motionless scan (middle). In (a), the phase-encode ordering is numbered on the left. For the modified Butterfly trajectory, this is just
an example of a possible ordering. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

three-dimensional scans are ordered in a way that the dis-
tance traveled in k-space between each phase/slice encode
is minimized. Then, the differences in gradient waveforms
from TR to TR are minimized to reduce the change in
eddy current and gradient hysteresis effects. This allows
for better motion estimation when comparing two subse-
quent navigators. For simplicity, we used a zigzag ordering
of the phase/slice encodes and noticed a reduction factor of
∼2 in motion measurement fluctuations (Fig. 1c). As long as
the distance between each encode is small, a more sophis-
ticated phase/slice encode ordering can be implemented.
Interestingly, the observed eddy currents are not due to
the Butterfly navigators. When using fast radiofrequency-
spoiled gradient-echo sequences, we noticed that eddy
currents from overlapping rewinders and crushers at the
end of each TR affect the slab selection for the next TR.
This effect is small and is not observed in the imaging. How-
ever, it does create phase variations that result in motion
estimate fluctuations on the order of ± 0.05 mm.

Motion Extraction from Navigator Data

Our assumption is that each coil element has very localized
sensitivity. In this case, the motion observed for each coil

image is approximated as a linear translation — a linear-
phase shift in the frequency domain,

sn[l] = s0[l]ei2πk[l]·d[n]. [1]

The navigator data are the first L samples of each read-
out, where index l ∈ [0 . . . L] enumerates the samples
and corresponds to the time of acquisition (within a TR).
Index n, on the other hand, corresponds to the TR num-
ber. For nth navigator signal sn[l], linear translation d[n] =
(dx [n], dy [n], dz[n]) is modeled as a linear-phase modula-
tion applied to the reference navigator signal, s0[l]. Three-
element vector k = (kx , ky , kz) represents the k-space
location. Signals s0[l] and sn[l] both correspond to k-space
location k[l]. For generality, x, y , and z, respectively, rep-
resent the readout, phase-encode, and slice-encode axes.
In Eq. 1, motion is assumed to only occur between each
data acquisition. This is a reasonable model given a short
readout.

When estimating d[n], care must be taken to ensure
robustness against signal fluctuations. The modification to
the Butterfly acquisition reduces some of the systematic
errors. Precautions must also be taken during postprocess-
ing. These errors are unavoidable; for example, motion



Sujoy’s Analysis



Homodyne reconstruction

• Homodyne Reconstruction

§ Fast single iteration technique.

§ Corrects most of the artifacts.

§ Computational Time=65.7946 sec



Projection onto Convex Sets (POCS)

• Iterative technique

• Higher accuracy requires long 

time.

• Time= 5615.004906 seconds

• Background component of the 

complex noise suppressed



Results
Autocorrected image

Homodyne

POCS



Remanent phase
Homodyne



Summary

• Homodyne reconstruction provides faster output 

necessary for motion artifact correction.

• POCS takes longer time but the accuracy can be 

further improved by Classification or regression 

techniques.

• Deep learning techniques to recognize anomalies 

can also be used.


